General Discussion

Earl Lewis:
We’re to actually now moving claim the last period up until about quarter past for general discussion, and Charlotte provided me instructions to see if I can be provocative here as to see if we can move.


Well, I spent the early part of this week with 12 of my other private school provosts in conversation. And I’m Earl Lewis. I’m the provost at Emory University and a member of the NRC Committee. And so as always, when -- Charlotte can recall a few years ago where I and a few others had to defend this particular study before the AAU provosts who were skewering us for what they thought was supposed to have taken a long time and producing something that they weren’t actually sure was going to have the value they want.


And so some parts of the conversation continue even up to this day, and it’s not only about whether or not the data say what you want them to say in some particular way, but whether it -- actually, it’s not just whether it’s timely or were better suited by academic analytics. I mean the larger question for us is what do we do with large enterprises like this when we are trying to assess something as complex as various dimensions of doctoral education, and as we’ve talked this morning that still larger questions still loom for us because one of the implicit assumptions is that somehow we’re going to replicate this in some form or fashion in the future.

But if there’s noise in the system and the data, and if we’re looking for a signal, there’s also a noise in the system from the community about whether or not we do something like this ever, ever again. And so I put it out there as a general starting point. Where do we go? I mean is this something that we as we look at the elements that actually may benefit our own analysis on our various campuses and step back and expand the entire field of higher education? I mean what is the value more generally of such an undertaking?


So I throw that out and I’m also willing to fill and direct any other kinds of questions that may come either from the web or from the room. But what are your thoughts? Since I’ve never been in a room of folks who’ve actually made use of data who are bashful because you both have to think about it and explain it, and we so far talked about two or three or four stakeholders here, students, faculty, alums, and trustees and regents. What happened to more general public? For those of you in public institutions in particular who have explained this perhaps to state legislators.

David Holger:
I’m Dave Holger. I’m the graduate dean at Iowa State University. I guess a chord you struck with the way you’ve made the last statement is it seems to me return on the investment is really important in ways it hasn’t always been. And so an opportunity of the data that was collected is to say which of this massive amount is really valuable and important and will give us return on investment?


A question that isn’t clear in my mind is the information that characterizes sort of the quality of life for graduate students. Is that better agreeing to report in a standard way that is understandable and allows prospective students to choose a program that meets their needs or is it really worthwhile to gather the data the way it was gathered for this ranking project? I mean it’s not clear to me for example that students really do rank in some collective way but rather that they need comparable information and then they make a decision that’s sort of an integration that they do.
Earl Lewis:
Yeah.

David Holger:
So I think the return on investment is really going to be important and I know there are lots of valuable things that we would love to do that we can afford to do.

Earl Lewis:
Absolutely. I mean I think that’s an important question. Anyone who want to chime in additional thoughts?


I mean clearly for all of us, there’s an investment of -- sort of financial investment and time investment, but also the implications of what we discover on the other end and how we invest in explaining that, both internally and externally, and one of the questions I think that we struggle with certainly in the committee and no doubt you’re struggling with on your own campuses, is how even -- and we saw from the various ways. I’ve even explained the data. And so are there are more salient way to actually even explaining what it is that we all think we understand, not only to students but to faculty and to trustees and other stakeholders as well? That’s a very important question. Eric.
Eric Kaler:
Okay, Eric Kaler from Stony Brook. I’ll just pick up on a point you’ve mentioned and we’ll talk about it a little bit more in the provost panel.

Earl Lewis:
Yeah.

Eric Kaler:
Many of us are becoming acutely aware of the expectations of the public and their elected representatives about performance and accountability in cost control on higher education. We need to be very careful about this tool. I think we have to as an academy grab hold of that discussion and create the tools that appropriately measure what we do and validate the investment that the public is making. If we don’t do that, somebody else is going to do it for us, and that’s a conversation that nobody wants to have about why nine hours of teaching is a pretty short day. It’s really important for us to shape that debate.


And it’s a two-edged sword. We have to be careful about the data validity, the example at Oregon State of using that as part of the accreditation and part of their public outreach. It’s great stuff. I mean we all want to be data-driven, but we also are going to have to deal with the fact that unlike my future home, we don’t have it like woebegone. So for every institution that’s above, there’s got to be one below, and how to shape that conversation and show improvement if in fact you’ve programmed it in the second half or the fourth quarter, very, very new ones in an important conversation. So getting the data correct, getting the interpretations to be contextual are I think things that we as a group should be very engaged in.

Earl Lewis:
Others? Thank you. Others? One of the questions I think and this is following up into the comment about the students, in looking at the dataset as it has been unveiled, I’m curious, is there anything from any of the institutions that surprised you? Not about the way you actually ended up lining from 1 to 108 or whatever the scale was, but other things that surprised you as a result of what we’ve discovered? Yeah.
Debasish Dutta:
Deba Dutta from the University of Illinois. I’m trying to understand how the committee, when it started, you wanted to do something different, the output, than the 1995 study. It is quite clear that one way or one short summary of what has been put out is it is very complex.

Earl Lewis:
Right.
Debasish Dutta:
So I’m trying to understand, did the committee in its early stages think of whatever it is going to put out, how that would be used by the universities, and was that thought then driving what is going to be put out? Because how did we get to a place where collectively everyone is saying it is so complex. So I’m just wondering, did the committee think of it that this is what we are going to put out and we are pretty confident that the universities will be able to use it in the following way?

Earl Lewis:
Jerry? I’m going to have to turn to other committee members, so Jerry.
Jeremiah Ostriker:
I think we did think about that and we thought the complexity was useful and we’re hearing now from many people how it has been very helpful to their institutions to have this. So we’ve heard from former graduate students how that information is very helpful to graduate students and were applied. We wanted it to be useful to individual departments which could then compare themselves on the things that they care about to other individual departments.

When we looked at previous rankings from the NRC and others, which had just given numbers to three significant figures which were not valid to one, we found ourselves embarrassed. And so we want to present things in an accurate a way as possible to the many different audiences that are interested. And what I have learned from this is that the many different audiences have been able to use this information, and if they can’t in fact classify themselves precisely on a ranking, that is as you said something which we aimed for.

Earl Lewis:
Yeah.

Jeremiah Ostriker:
So the complexity was not accidental. We wanted to serve as honestly as we could to many different audiences that would be using the data.
Earl Lewis:
And I would add one additional piece. We also thought deeply that the entire process of actually collecting the data would itself create a different kind of institutionalization across higher ed where you actually would go about and try to systemically identify and then think in a different way. And so one of the byproducts of this is both this particular convening by the others that will follow and an assumption that others will indeed mind the data and add even more, but it was not clear that all institutions were collecting data in the same way asking of themselves some more questions, and we thought that too would be a benefit.


Yes.

Bruce Jacobs:
Bruce Jacobs, Rochester. A couple of things. The thirst for the ranking is rampant, however much the intention was to provide more information about variability and the like. When my president would pass me in the hall and say, “How’s NRC doing?” I know he wasn’t asking, “When can I find the type and the degree for chemistry?” Right?
Earl Lewis:
Right.

Bruce Jacobs:
So that’s a problem. Second, it would have been helpful if NRC had given some illustrative statements about what you should say and what you should not say, even the data, because I think the ambiguity in the data certainly as I’ve experienced as they’re coming from programs have departments all over the map, you know. Every once in a while, somebody would say something that was accurate, but they just ran with it, and I think that made the response weaker from our community because people didn’t have simple ways to say how is our program in history doing?


And that’s not the fault of the NRC. It is a much greater confidence interval than the reality is, but it did make it very hard to represent in a very small number of sentences how each department did. It was just too complicated. It’s not NRC’s fault. NRC was recognizing the complications of things. It’s just we needed more help and I think that would have been appreciated in many of our institutions.

And finally, let me repeat something I said briefly before. I see this not as an end but a start. What we’ve learned a lot about is how much information we can absorb, which kinds of variables really are not working. I presume that if we go forward the next time around it’s going to be a much smaller enterprise.

Earl Lewis:
Okay. Anyone else who want to comment?

Suzanne Ortega:
Earl, I think one of the things I want to say is that -- Suzanne Ortega from the University of New Mexico, and I will preface this remark by saying that I am at an institution currently and in a state that is remarkably uninterested in ranks and ratings as deeply suspicious, and there has not been one conversation in any newspaper in the state or elsewhere about ratings or rankings and discouragement about inability to distill them.


But having said that as a general sort of a cultural statement that I expect is reflected among at least some of my other colleagues, maybe not to the same extent, what ratings and rankings and what the NRC methodology actually does for us at my university is set some parameters around what for us is actually the more institutionally important strategy, and that is how we use a common set of indicators where we benchmark our programs against our own last three years or four or five years ago to ask the question, “Are we making progress?” And of course, that question begs the question within the constraints of what acceptable range of lower limits and upper limits, and in what timeframe are we setting a strategy for program improvements.


So from my point of view, while I’m not specifically interested in ratings and rankings nor do I find it particularly useful or actionable as a provost as something I can use as a lever for quality improvement, it is extraordinarily useful in setting both our aspirational highs, as well as the lower limits of acceptability.

Earl Lewis:
Okay. Thank you. Thank you. Yes.

Bob Hauser:
Bob Hauser again, National Research Council and recently of the University of Wisconsin-Madison. And my colleagues there -- what I’d really like is to hear some more discussion from this group about one particular aspect of both the rankings and some of the other indicators, and that’s the use of per capita measures.


Per capita measures sound very good on their face, but they really do something to different kinds of departments. In departments that are young that tend to feed the elite private universities, their best products, you’re going to get low per capita measures; and in departments that may be, what should I say, overstock with old people like me, the numbers of awards per capita may be excessively high. And this is something that not only affects the rankings then but specific indicators that have gone into this whole package, and I really would like to hear more sort of in retrospect about what you, some of you think about that issue.
Earl Lewis:
Great. Thank you.

Lawrence Martin:
I’m Lawrence Martin, Stony Brook University. I for many years believed you should only use per capita measures partly because Stony Brook is a small place and we look much better when you do per capita measures. But my old friend Frank Hall from Indiana University used to say, you know, the per capita income in Switzerland is higher than in it is in the United States but the size of the economy in the United States is pretty significant too.


And the problem with per capita is if you have a group of five people, each of whom is productive, then the per capita measure makes that look fantastic; and if you have a group of 50 people, 45 of whom are productive, you lose in a per capita measure the fact that there’s nine times as much stuff going on intellectually. So I have been completely persuaded and some of my colleagues have helped in this, but you have to measure both things. Both are meaningful. Efficiency is important and scale is important, and it’s important to find a way of characterizing both.
Earl Lewis:
Jerry?

Jeremiah Ostriker:
This is something the committee wrestled with at great length and the committee members can remember this; and at times we used more indicators on one side and at times we used more indicators on the other side. And we ended up not using exclusively per capita measures. We ended up including one extensive variable which was number of Ph.D.’s produced, and the reason is if you go to a department where there are two students and you’re a student, you don’t have the same richness of experience as if you go to a department with 20 students. And similarly for faculty members; even if the quality is exactly the same, the richness of your experience is not the same.


So we ended up using that variable and it tended to be relatively heavily weighted. Maybe Jim or Charlotte can remember the details, but the number of Ph.D.’s if I recall ended up being relatively heavily weighted, is that correct? Yeah.
Earl Lewis:
Well, we’re hoping that this will not be the end of these questions, and in fact, we will be able, at least for those sitting in the room, to continue them over a brief lunch break, and then for those on the web who will tune back in at 12:45, yes, and 12:45 promptly.


Okay. Thank you.
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